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Abstract— In this work we present the concept of a pilot
interface to control a humanoid robot on an abstract level
in unknown environments . The environment is perceived
with a stereo camera system and then simplified into a set
of environmental primitives. Based on these primitives the
interface proposes affordances to the pilot. Affordances are
represented as certainty functions over the space of end-effector
poses. The pilot operates the robot by selecting among proposed
affordances and related action primitives, i.e. Object-Action
Complexes (OACs). Before initiating execution, the pilot can
review and revise the parameterization of the scheduled action
primitive in a 3D reconstruction of the environment. The pilot
interface proposed in this work has been implemented and
evaluated on the humanoid robot WALK-MAN. With this
work we also demonstrate the transferability of the perceptual
concept, as our previous experiments have been performed
using the humanoid robot ARMAR-III.

I. INTRODUCTION

Despite impressive advances in the field, the cognitive
capabilities of humanoid robots are still insufficient for
autonomous employment of such systems in unstructured,
human-centered environments. One of the key challenges
involved is the autonomous perception of feasible ways of
interaction between the robot and the environment. Actions
of whole-body locomotion and manipulation are particu-
larly important in this context as they lay the ground for
a successful application of humanoid robots in real-world
scenarios. Recent developments in humanoid robotics, es-
pecially regarding the DARPA Robotics Challenge (DRC),
demonstrated that humanoid robots are already capable of
reliably performing complex tasks when being conducted
by a human pilot. These supervised autonomous interfaces
leave difficult tasks to the pilot, such as high-level perception,
action- and task planning, as well as general supervision.

In our previous work [1] and [2] we proposed a rule-
based approach to identify possibilities of whole-body in-
teraction in unknown environments based on the concept of
affordances [3], targeting fully autonomous humanoid robots.
This concept has been formalized in [4] as a hierarchy of
affordance certainty functions. In this work we apply our
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Fig. 1: The pilot interface visualizes the perceived scene in
terms of environmental primitives and proposes end-effector
poses for action execution, in this case for a valve turning
task.

ideas to the application of supervised autonomous robot
control. We developed an affordance-based pilot interface,
that potentially reduces the amount of teleoperation needed
for the conduction of a humanoid robot in real-world ap-
plications. It also attempts to reduce the amount of prior,
environmental knowledge necessary for the operation of a
humanoid robot. The interface has been evaluated on the
humanoid platform WALK-MAN [5] (Fig. 1), which success-
fully participated in the DRC finals in 2015. The underlying
perceptual mechanisms have been developed and evaluated
in several experiments using the humanoid robot ARMAR-III
[6]. In the remainder of this section, we will briefly introduce
the concept of supervised autonomy and discuss related
work. Section II will introduce the fundamental concepts of
the employed perceptual mechanisms . In Section III we will
introduce the pilot interface and its components. Section IV
provides an evaluation of the pilot interface based on a
set of experiments carried out with WALK-MAN. Finally,
Section V concludes the paper and discusses future work.

A. Supervised Autonomy

Humanoid robots can be roughly sorted into three cate-
gories based on the implemented degree of autonomy:

1) Teleoperated robots are remotely controlled by a hu-
man operator on a low level of abstraction, e.g. by set-



ting targets for joint angles or end-effector poses. Due
to the complexity of humanoid robots, teleoperation is
tedious for the operator and only partially applicable
to complex operations.

2) Autonomous robots on the other end operate without
human control or supervision, completely relying on
the perceptive and decisive capabilities of the robot
itself. Autonomy is largely regarded as the ultimate
goal in humanoid robotics, and is still an active field
of fundamental research.

3) Supervised autonomy is a compromise between the
two extremes: The robot offers individual autonomous
behaviors to a human pilot. The pilot selects among
available behaviors and supervises the action execu-
tion. Other terms for such approaches include shared
autonomy and semi-autonomy.

Although teleoperation tends to be tedious for complex
robots, approaches exist for teleoperated control of humanoid
robots. Some works approach this problem by moving
away from joint-level teleoperation to either selective control
strategies, e.g. [7], or by using inverse kinematics solutions,
e.g. [8]. Other approaches exploit the structural similarities
between humanoid robots and humans for mapping move-
ments from a human operator to the robot using various
motion capture technologies, e.g. [9], [10]. The robot soft-
ware environment ArmarX [11], which is used throughout
this work, offers basic joint-level and IK-based teleoperation
functionality for a connected robot. Supervised autonomy
was the predominant approach at the DRC. Examples for
DRC-related pilot interfaces with supervised autonomous
features include [12]–[17]. A comprehensive study of auton-
omy in the DRC can be found in [18]. Most of the DRC
interfaces implement object or affordance templates that
consist of parameterized models of environmental objects,
e.g. a valve or a door, equipped with additional information
regarding possible ways of interaction, e.g. rotation axes or
grasp poses. The pilot interface proposed in [19] deduces ap-
plicable actions for known objects based on action templates
defined in PDDL. A template-based approach was a feasible
and reasonable choice for DRC since most environmental
objects have been known beforehand. However, template-
based approaches are not feasible in unknown environments,
as there are no predefined models of environmental objects.
In contrast to the above interfaces, we approach unknown
environments.

B. The WALK-MAN Humanoid Robot

WALK-MAN [5] is an electrical motor driven 31 DoF
humanoid robot with a total mass of 118 kg and a size of
1.91 m. Its series elastic actuators can reach velocities and
torques up to 19.5 rad/sec and 400 Nm correspondingly. Its
head is equipped with a CMU Multisense-SL sensor that
includes a stereo camera, a 2D rotating laser scanner, and
an IMU. 6 DoF force/torque sensing is available at the end-
effectors, while the hands are the underactuated Pisa/IIT
SoftHands [20]. The robot software architecture is based
on the YARP framework [21], while whole-body control

and inverse kinematics are solved through the OpenSoT
control framework [22]. Minimum jerk motions, as well
as linear, composite, and circular trajectories are generated
with trapezoidal velocity profiles using the KDL trajectory
library [23].

The robot successfully participated at the DRC 2015,
completing several outdoor tasks (e.g. driving and door
opening) and most of the indoor tasks (e.g. valve turning
and locomotion). Remarkable is that it was built in 11
months and completed only 4 months before the DRC
finals. During the DRC, the WALK-MAN pilot performed
manual object template planning through a Qt/ROS-based
pilot interface [24]. The manipulation tasks were based on
the raw point clouds acquired from the Multisense-SL, where
the pilot was placing markers for environmental objects, e.g.
the valve, door handles or end-effector target poses, in a 3D
representation of the environment. In this work we propose
a more abstract approach to a pilot interface based on the
automatic extraction of affordances.

II. WHOLE-BODY AFFORDANCES

The psychological concept of affordances [3] provides an
intuitive way for describing the human perceptual process.
In rough summary, it states that objects suggest possible
ways of interaction to a perceiving agent based on object
properties and the agent’s capabilities. An overview of the
theory of affordances and its application in different areas
of robotics can be found in [25] and [26]. Although the
techniques developed in this paper and in our previous work
are not particularly limited to certain types of affordances,
we concentrate on whole-body affordances, i.e. affordances
that relate to whole-body actions. Such actions include
large-scale manipulation, for instance pushing and lifting
of large objects, or the establishment of contact with the
environment for locomotion, for instance holding a handrail.
One might argue if the affordances and actions demonstrated
in this work fall into the whole-body category. However, we
consider this work as a step towards a functional affordance-
based pilot interface for whole-body actions.

A. Affordance Certainty Functions

In [4] we proposed a hierarchical formalization of af-
fordances in terms of affordance certainty functions. An
affordance a as understood in our approach corresponds to
a certainty function Θa defined over the Cartesian product
of the space S of end-effector poses1 and the set Π of
environmental primitives :

Θa : Π× S → [0, 1] (1)

Affordance certainty functions Θ∗ are multiplicative com-
positions of other affordance certainty functions and prop-
erties of environmental primitives transformed by sigmoid
threshold functions. In this way, higher-level affordances are

1i.e. S = SE(3) for unimanual affordances and S = SE(3) × SE(3)
for bimanual affordances.



Fig. 2: The hierarchical composition of a unimanual support
affordance ΘSp(x) for a primitive p ∈ Π and an end-
effector pose x ∈ SE(3). The support affordance is based
on a platform grasp affordance ΘG-Pl(x), combined with the
additional primitive property up(p) of horizontal orientation.
The lower-level platform grasp certainty function ΘG-Pl(x)
essentially tells if the local neighborhood around the end-
effector pose x on the primitive p, expressed using the
distance functions dx(p,x) and dy(p,x), is large enough
to fit the end-effector. Further details on the formalization
of affordances in terms of affordance certainty functions are
found in [4].

hierarchically composed from lower-level affordances, com-
bined with additional conditions on the related primitives.
Fig. 2 displays the composition of the affordance certainty
function for the exemplary support affordance. Fig. 3 shows
an exemplary point cloud of an industrial valve, together with
the extracted environmental primitives and two visualized
affordance certainty functions ΘG-Pl and ΘG-Pr. The benefits
of the hierarchical formalization of affordances in terms
of affordance certainty functions include that the system
inherently proposes suitable end-effector poses. These poses
can serve as an initial parameterization of the subsequent
execution of action primitives. Affordance certainty functions
may include constant properties of the perceiving agent’s em-
bodiment. For instance, the perception of action possibilities
may differ between ARMAR-III and WALK-MAN, since the
their hand sizes differ. For further details on the process of
affordance extraction, refer to [4].

B. Object-Action Complexes

For action execution we follow the concept of Object-
Action Complexes (OACs) [27]. OACs conceptually couple
objects and actions into combined representations of senso-
rimotor behavior. They are defined as triplets

(E, T,M), (2)

combining an execution specification E, a symbolic pre-
diction function T and a statistical measure of success M .
Affordances in this context can be regarded as preconditions
for the existence of OACs, i.e. if an agent perceives an
affordance a, a set of related OACs will be instantiated
in the agent’s memory. These OACs can subsequently be
used for executing actions related to the perceived affordance
a. Employing the concept of OACs has various benefits,
including the persistent success measure M and the inherent
support for higher-level planning components due to the
enclosed symbolic prediction function T . As OACs couple
objects and actions, they could also be used in the context
of a template-based approach, as discussed in Section I-A.
However, in the context of the proposed pilot interface, OACs

(a) (b)

(c) (d)

Fig. 3: The perceptual pipeline applied to an exemplary
stereo vision point cloud showing an industrial valve, a
large back plane and a horizontal table beneath the valve.
The individual figures show (a) the raw point cloud, (b) the
extracted planar primitives, (c) a visualization of the certainty
function ΘG-Pl for platform grasps and (d) a visualization of
the certainty function ΘG-Pr for prismatic grasps. The marker
color refers to the affordance certainty at the respective end-
effector pose. Green means high certainty, red low certainty
and certainties of zero have been omitted.

represent a coupling between actions and environmental
primitives and their availability depends on the existence
of a related affordance. The concept of OACs is integrated
in the robot software environment ArmarX via the Spoac2

framework [28]. The execution specifications E of OACs are
internally implemented as ArmarX statecharts [29] allowing
a convenient implementation and modification of OACs via
graphical tools. The system can also be integrated with
symbolic planners, which will potentially allow even higher
degrees of autonomy in the pilot interface.

As the perceptual system employed in this work is purely
based on visual information and as the perceived environ-
ment is not known beforehand, the perception of affordances
is prone to error. Perceived structures could for instance
collapse once the robot starts to interact with them. To
account for this fact, the result of the perceptual process
in [4] is actually a set of affordance hypotheses, which are
subject to validation by the robot or the pilot. The pilot
interface itself does not differ between affordance hypotheses
and affordances (i.e. validated affordance hypotheses). How-

2For Symbolic Planning Integration Through Object-Action Complexes



ever, after perceiving an affordance hypothesis a, the pilot
is offered at least two related OACs: oa for a direct action
execution if the pilot is confident enough about the existence
of a, or oa,val for a validation action that proofs or disproofs
the existence of a.

III. THE PILOT INTERFACE

The affordance extraction pipeline discussed in the pre-
vious sections produces affordance certainty functions Θ∗
from the perceived scene. These certainty functions can be
evaluated in order to find possible and likely end-effector
poses which can directly serve for OAC parameterization.
The pilot interface proposed in this work is depicted in Fig. 4
and was designed with the following requirements in mind:

• The pilot should be given the choice between RGB-D,
LIDAR and stereo vision data, if available, to account
for individual shortcomings of these technologies.

• The pilot should be provided with visualizations of the
underlying point cloud, the extracted primitives and the
extracted affordance certainty functions.

• The pilot should be able to select among the affordance
hypotheses that the system extracts from the scene.

• For each chosen affordance, the pilot should be able to
select among the available related OACs.

• For each selected OAC, the pilot should see a visual-
ization of an automatically proposed parameterization.

• The pilot should be able to adapt the parameterization
if necessary.

• The pilot should be able to execute the selected OAC
with the chosen parameterization.

In the remainder of this section we will discuss further
details of the pilot interface and finally conclude by summa-
rizing the pilot’s workflow with respect to Fig. 4.

A. Action Parameter Selection

Each OAC requires an individual set of input parameters
that the pilot has to specify. In the context of the proposed
affordance-based pilot interface, the most elementary type
of parameter is an end-effector pose. The affordance ex-
traction process generates end-effector poses with assigned
certainty ratings. However, further feasibility checks have to
be carried out in order to provide the pilot with a restricted
set of good suggestions for end-effector poses. One of the
most elementary feasibility check is the reachability of the
configured end-effector poses. Motion feasibility analysis on
WALK-MAN is performed using the OpenSoT Previewer:
the maximum cartesian error is tracked both during trajectory
execution and for the final end-effector pose, and checked
against a threshold for the maximum allowed task-space
error. At the same time, collisions against the environment
are checked using the MoveIt! library, which uses octomaps
to perform robot-environment collision checking (see Fig. 5).
The Previewer takes into account reachability, considering
kinematics (i.e. joint limits), balancing constraints (i.e. CoM
placement), workspace limits and environment constraints
(i.e. obstacles).

Fig. 5: An octomap is generated from the perceived stereo
point cloud both for feasibility testing of end-effector poses
as well as for collision checking between the environment
and the WALK-MAN model. (rendered with RViz).

B. Workflow

In the following we will briefly discuss the workflow
that the pilot follows when using the affordance-based pilot
interface. The labels A - G refer to Fig. 4.

A The pilot can control the affordance extraction
pipeline. The pipeline can run continuously or in a
one-shot mode, it can also be paused and resumed.

B The pilot can configure fundamental parameters of
the pipeline. This includes the point cloud source
(RGB-D, LIDAR or Stereo Vision), the degree of
cropping and the configuration setup of the segmen-
tation and primitive extraction steps of the pipeline.
The pilot chooses among predefined configuration
setups.

C The pilot can configure the visualization. Possible
visualizations include the raw point cloud, the seg-
mented point cloud, the extracted primitives and the
extracted affordances.

D The pilot sees a 3D reconstruction of the scene
perceived by the robot, including a visualization
of the robot itself. This scene can be freely rotated
and zoomed.

E After selecting a primitive by clicking, the pilot
sees the affordances that have been automatically
extracted by the system. Below each available af-
fordance, the interface lists the related set of OACs
that can be executed.

F The pilot selects an OAC and sees a visualization
of the OAC parameterization: Either a single end-
effector pose or two end-effector poses in case of
a bimanual OAC. The pilot can manually adjust
the end-effector poses in the 3D environment if
the proposed parameterization is not sufficient (see
Fig. 6).

G Once the pilot is satisfied with the OAC selection
and its parameterization, it can be executed.

In the following section we will first discuss the evalu-
ation scenario and the integration work needed to control
WALK-MAN with the ArmarX-based pilot interface. Then



Fig. 4: The proposed pilot interface for high-level control of humanoid robots. See Section III-B for a detailed description
of the individual components A - G.

Fig. 6: The pilot is able to conveniently adjust the end-
effector poses proposed by the affordance extraction system
if necessary.

we will further evaluate the individual tasks of the evaluation
scenario and the contribution of the pilot interface.

IV. EVALUATION

The pilot interface was evaluated based on a DRC-inspired
scenario targeting the removal of blocking objects and the
turning of an industrial valve. Fig. 7 depicts the complete
scenario setup and introduces the labels T1 - T5 that will
be used throughout this section, referring to the individual
objects in the scenario. Note that the affordance extraction
pipeline has to be configured before being applicable to a
novel scenario, especially regarding segmentation parame-
ters. We do not approach the problem of automatic point
cloud segmentation, although sophisticated methods in this
area would be applicable. To avoid the problem of segmen-

tation parameterization in this context, the pilot is given
the choice between predefined configuration setups for the
perceptual pipeline, corresponding to the individual tasks of
the evaluation scenario. Sections IV-B and IV-D will show
examples where the pilot is able to compensate perceptual
shortcomings, i.e. wrongly perceived primitives.

A. Bridging ArmarX and WALK-MAN

The affordance-based pilot interface proposed in this work
is implemented in the robot software environment ArmarX
[11], which as a framework is robot agnostic. For a robot to
be accessible via ArmarX, we need to provide a kinematic
robot model and a set of low-level components that connect
to the underlying hardware in a standardized manner. Once
these components are implemented, existing ArmarX-based
skills and user interfaces can be applied to the robot without
fundamental porting effort. Fig. 8 illustrates this concept. In
[30], ArmarX was integrated with the robot software envi-
ronment YARP [21] in order to connect with the humanoid
robot iCub. Based on this work, we integrated ArmarX
with WALK-MAN. In the following, we will discuss the
individual experiments carried out with the pilot interface
on the humanoid robot WALK-MAN.

B. Experiment I: The Pipe

In the first experiment, the pilot interface is used for
removing the long pipe T1 (see Fig. 7). The perceptual
pipeline successfully identifies the pipe as a distinct primitive
and offers the pilot the option to grasp it either unimanually
or bimanually. The object is also assigned a lift affordance



Fig. 7: The experimental setup consists of several objects
blocking the robot’s access to an industrial valve (T5). The
objects are a large, horizontal pipe (T1), a wooden and a
metallic block (T2 and T3) and a wooden board (T4).

Fig. 8: Bridging ArmarX and YARP for accessing WALK-
MAN via ArmarX. A set of low-level components with
standardized interfaces need to be implemented, for ex-
ample a KinematicUnit for access to the individual robot
joints (for obtaining sensor values and setting control modes
and targets) or a ForceTorqueUnit for access to available
Force/Torque sensors.

hypothesis, which is related to a number of OACs. One
of these OACs (remove) attempts to lift the object and
subsequently moves and drops it in order to remove it
from its disturbing position. Other OACs could implement
different behavior at this point and would be offered to the
pilot in the same way. See Fig. 9 for a visualization of the
pilot side of this experiment and Fig. 11 for photos of the
corresponding OAC execution with WALK-MAN. The video
attachment enclosed with this publication shows a recording
of the pilot interface and the subsequent action execution
for this experiment. Fig. 9-b shows, that the pipe T1 was
misleadingly extracted as a planar primitive instead of a

(a) (b)

(c)

(d)

Fig. 9: Visualization of the perceptual process for the first
experiment, i.e. the removal of the pipe T1 (see Fig. 7). The
visualizations shown are: (a) the raw point cloud obtained by
stereo vision, (b) the extracted primitives in a combined view
with the point cloud, (c) the proposed end-effector pose for
a unimanual prismatic grasp of the pipe and (d) the proposed
end-effector pose for a bimanual prismatic grasp of the pipe.

cylinder. This example shows that the affordance extraction
system is flexible enough to account for those perceptual
inaccuracies and is still able to offer reasonable affordances
and end-effector poses to the pilot. The bimanual prismatic
grasp affordance (see Fig. 9-d) receives a low certainty
value from the affordance extraction system (red color).
This happens due to an internal heuristic in the affordance
extraction process that favors roughly horizontal primitive
orientations. Details are found in [4]. As can be seen in
Fig. 7, the pipe is positioned with a significant incline,
making bimanual operation harder.

C. Experiment II: The Blocks

In the second experiment, we commanded the robot to
remove the two small block-like objects T2 and T3 from
the scene. As we will discuss in Section V, the perceptual
pipeline is currently not able to recognize compositions
of primitives. Hence, it will extract an independent planar
primitive for each visible side of the blocks. In this case, the
pilot can apply prismatic grasping to the slim sides of the
blocks and subsequently remove the objects. See Fig. 10 (a)
and (b) for a visualization of the pilot side of this experiment
and Fig. 11 for photos of the corresponding OAC execution.
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Fig. 10: Point clouds, extracted primitives and proposed end-effector poses for the different evaluation experiments, i.e.
(from left to right) the removal of the two blocks T2 and T3, the removal of the wooden board T4 blocking the valve and
turning the valve T5.

D. Experiment III: The Wooden Board

In the third experiment, we commanded the robot to
remove the large, wooden board T4 in front of the valve. The
board is correctly detected as a planar primitive, although the
segmentation algorithms failed to properly extract its lower
bound. Hence, the primitive appears larger than its actual
size. The pilot is able to recognize this error and move the
proposed end-effector pose for prismatic grasping towards
the top side of the board which is properly reflected in the
primitive. See Fig. 10 (c) and (d) for a visualization of the
pilot side of this experiment and Fig. 11 for photos of the
corresponding OAC execution.

E. Experiment IV: The Valve

In the fourth example, after clearing the area around the
valve, we commanded the robot to bimanually turn the valve.
Here we resembled an experiment on WALK-MAN, that
we previously performed on ARMAR-III [4]. The valve is
recognized as a planar primitive with a circular shape. Based
on this information, the pilot is offered a bimanual turn
affordance ΘBi-Tn with appropriate end-effector poses for
bimanual prismatic grasping. See Fig. 10 (e) and (f) for a
visualization of the pilot side of this experiment and Fig. 11
for photos of the corresponding OAC execution.

V. CONCLUSION AND FUTURE WORK

Based on our previous work, we proposed an affordance-
based pilot interface for humanoid robots. In contrast to
existing template-based approaches we aim at unknown
environments where environmental objects are not known
beforehand. The pilot sees a simplified representation of the
environment and is able to control the robot on an abstract
level, by choosing among proposed actions and action pa-
rameterizations. If the automatic proposal of end-effector
poses for OAC parameterization fails, the pilot can intervene
and manually adapt the parameterization. The functionality
of the affordance extraction process and the pilot interface
have been demonstrated in various cluttered scenes on the
humanoid robots WALK-MAN and ARMAR-III. The pilot
interface presented in this work can be regarded as a proof
of concept implementation, for which we see various areas
of improvement:

• For recognizing more abstract affordances, the pipeline
needs to be able to identify compositions of primitives
that form a common structure, e.g. a sequence of
horizontal planes forming a staircase, or a combination
of perpendicular planes forming a box.

• For supporting sophisticated affordances and OACs, the
pilot interface needs to allow the pilot to configure OAC
parameters other than end-effector types and poses. For
example, in the case of a valve-turning OAC, the degree
of turning should be configurable by the pilot.

• We are working on feedback mechanisms that reflect
the results of executed OACs and the success rates
associated with them (see M in Eq. 2) in affordance
certainty functions.

• The proposed approach could be combined with sophis-
ticated methods for the identification of semantic grasp
affordances, e.g. for the handling of tools [31], [32].
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